Abstract—As a circuit protection device, failure or abnormal behavior of polymer positive temperature coefficient (PPTC) resettable devices can cause damage to circuits. It is necessary to detect anomalies in the resettable circuit protection devices to provide early warning of failure and avoid damage to a circuit. In this paper, a novel anomaly detection method, the cross-validation-based sequential probability ratio test, is developed and applied to the failure precursor parameters of the resettable circuit protection devices to conduct anomaly detection. The cross-validation-based sequential probability ratio test integrates the advantages of both the sequential probability ratio test for \textit{in-situ} anomaly detection and the cross-validation technique for model parameter selection to reduce the probability of false and missed alarms in anomaly detection. The cross-validation-based sequential probability ratio test solves the model parameter selection difficulty of the traditional sequential probability ratio test and improves its performance in anomaly detection.
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I. INTRODUCTION

Polymer positive temperature coefficient (PPTC) resettable circuit protection devices are widely used to protect circuits in electronics, such as automotive circuits (e.g., the protection of micro-motors in window lifts, seats, and door locks), computers (e.g., the protection of the circuits in hard disk drives, interface ports, and cooling fan motors), telecommunication devices (e.g., cell phones), power supplies of various devices (e.g., computer, medical devices, and security and alarm systems) and batteries (e.g., Lithium-Ion/Lithium battery, Nickel Cadmium cells, and Nickel Metal Hydride battery) [1]-[4].

Although there are different types of package styles of PPTC resettable circuit protection devices, such as surface mount and radial trough-hole styles (shown in Fig. 1), the operational principles and processes are the same for each. Fig. 2 shows a schematic drawing of the operational process of a typical PPTC resettable circuit protection device [1]. Under normal ambient temperature, the PPTC resettable circuit protection device works in a low resistance state when the normal current (less than the hold current, \( I_{\text{hold}} \), which is the maximum steady-state current the device can carry without tripping at the ambient temperature) passes through it. When a fault current (higher than the trip current, \( I_{\text{trip}} \), which is the minimum current that causes the device to trip at the ambient temperature) occurs, the resistance of the PPTC circuit protection device increases sharply. Because of the sharp increase in resistance, the current is decreased to protect the circuit. The sharp increase in resistance is called a trip. After the trip, a PPTC resettable circuit protection device does not break as does a traditional fuse. Instead, it maintains a high resistance state and allows a small trickle current to pass through the circuit. The PPTC resettable circuit protection device will reset to a low resistance state within a short time after the heat or fault current is removed and/or the power is switched off [1],[5]-[7]. The trip time is defined as the time required for a PPTC resettable circuit protection device to decrease the current of the circuit to 50% of the trip current at the ambient temperature [7]. When the current is higher than the trip current, the PPTC circuit protection device will trip. When the current is lower than the hold current, the device will not trip. When the current is between the hold current and the trip current, the device may or may not trip [6][7]. After a number of trip-reset cycles, the PPTC resettable circuit protection device will degrade and failures will occur [1].

Fig. 1: Picture of a radial through-hole PPTC resettable circuit protection device.
Although the PPTC resettable circuit protection device is not intended to be used under repeated faults or prolonged tripped conditions, the actual operation of the device will be in a trip-hold-reset condition if it is tripped by abnormal conditions. When a PPTC resettable circuit protection device is tripped, it may hold the tripped state until it is reset. After a number of trip-hold-reset operations, the circuit protection performance of the device will degrade. Failure or abnormal behavior of PPTC resettable circuit protection devices may cause damage to circuits, abnormal operation of circuits (e.g., inability to work at normal current), or unnecessary operations that force operators to switch off and on the power to reset the circuit. It is necessary to monitor the PPTC resettable circuit protection devices in situ to provide advance warning of failures and predict the remaining useful life (RUL) of the devices to prevent damage to the circuits.

Prognostics and health management (PHM) has been emerged as an effective method to monitor systems in situ and provide an RUL estimate. PHM is an enabling discipline consisting of technologies and methods to assess the reliability of a product in its actual life cycle conditions to determine the advent of failure and mitigate system risk [8][9]. PHM can be implemented by data-driven methods, which can extract information, detect anomalies, and identify trends from the in-situ monitored product data[9][10]; model-based methods, which are based on an understanding of the physical processes that cause degradation and failures of a product [9][10]; and the fusion of these two methods [10][11].

Typically, anomaly detection is a necessary process for data-driven PHM methods to provide advanced warning. This paper focuses on using a cross-validation-based sequential probability ratio test (CV-SPRT) to conduct anomaly detection on in-situ monitored failure precursor parameters to provide early warning of failure of PPTC resettable circuit protection devices. CV-SPRT can solve the problem of model parameter selection faced by traditional SPRT and reduce false alarms and missed alarms from anomaly detection.

II. FAILURE PRECURSOR PARAMETERS

Failure modes, mechanisms, and effects analysis (FMMEA) [12][13] and a series of experimental tests were conducted to determine the failure precursor parameters of PPTC resettable circuit protection devices. The failure modes of PPTC resettable circuit protection devices were defined by authors as follows [1]:

1) A device trips at less than normal current ($\leq I_{\text{hold}}$) at the specific ambient temperature.
2) A device does not trip at fault current ($\geq I_{\text{trip}}$) at the specific ambient temperature.
3) Deviations in the trip time (trip time becoming longer or shorter). Trip in a longer time increases the risk of damage to the circuit because of the longer exposure of the circuit to a high fault current. A shorter trip time makes the circuit more likely to be disturbed by noisy currents, which may result in unnecessary faults in circuit operation.
4) A device becomes high in resistance after reset. The increase in resistance after reset shortens trip time and decreases the voltage drops on other components, which may cause abnormal operation of the circuit.
5) Opens or increases in resistance occur at the physical internal connections between different parts of a device.
6) Physical cracks, breaks, separations, and/or degradation in the dielectric materials occur in the outside package.

Table 1 shows the potential precursor parameters based on the results of FMMEA. The current through the device, the voltage across the device, and the surface temperature of the device can be monitored in situ. The resistance during the trip can be calculated by Ohm theory using the monitored current and voltage. The resistance after trip can be measured by a data-logger using a 4-wire connection. Trip time can be calculated by the difference between the time when the fault current occurs and the time when the current decreases to the hold current. This can be measured by a current meter or sensors.

<table>
<thead>
<tr>
<th>Potential Failure Precursors</th>
<th>In-situ monitoring possible?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trip time</td>
<td>Yes</td>
</tr>
<tr>
<td>Resistance after reset</td>
<td>Yes</td>
</tr>
<tr>
<td>Resistance during trip</td>
<td>Yes (by measure current and voltage of the device during trip)</td>
</tr>
<tr>
<td>Surface temperature</td>
<td>Yes</td>
</tr>
<tr>
<td>Current through the devices at normal conditions</td>
<td>Yes</td>
</tr>
<tr>
<td>Trickle current</td>
<td>Yes</td>
</tr>
<tr>
<td>Voltage across the device</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Trip cycle tests were designed to determine whether the trip time, current, resistance, and surface temperature are indicators of degradation in PPTC resettable circuit protection devices. Trip cycle tests were conducted at four different
ambient temperature conditions: -10°C, room temperature (RT, 19–23°C), 60°C, and 85°C, respectively. Four samples were tested in each condition. In each cycle, current through the circuit protection device, voltage across the device, surface temperature, trip time, and resistance in the resetting process (power switched off) of the device were monitored.

![Diagram 1](image1.png)

**Fig. 3**: Trip cycle test setup.

Fig. 3 shows the setup of the trip cycle test. The Labview program was used to control a data logger and the VEE program was used to control a 4-channel power supply, each channel of which provided power to one PPTC resettable circuit protection device. The VEE program recorded the time when the initial high current occurred and the time when the current reduced to the hold current at ambient conditions; it then calculated the trip time of each trip cycle. An Agilent Data Logger 34970A was used to monitor the resistance in the resetting process and the surface temperatures of each PPTC device. A 4-wire connection resistance measurement was used to remove the effects of the wire and the connection. The surface temperature was measured by thermocouples, each of which was attached on each side of the PPTC circuit protection device; the maximum temperature of these two thermocouples was used to determine the surface temperature of the device.

Fig. 4 shows the current profile in one trip cycle. When the power was switched on, a high current was input to the PPTC circuit protection device (20A for all conditions). The PPTC device was heated by Joule heat and tripped to a high resistance state in several seconds. When the current reduced to the specified hold current at the environmental temperature, the power supply was kept on for 1 additional minute (called 1 minute trip endurance). After that, the power was switched off for 7 minutes to cool the PPTC device and reset it to a low resistance state.

![Diagram 2](image2.png)

**Fig. 4**: Current profile in one trip cycle (current vs. time).

Based on the experimental results, the analysis of correlations among the monitored parameters, and the mapping between the changes in monitored parameters and the observed failures, trip time, resistance after reset, and surface temperature have been determined as precursor parameters. Since a high correlation between the trip time and surface temperature were observed, and since trip time always indicate failures earlier than surface temperature, it is reasonable to use trip time (as shown in Fig. 5) and resistance after reset (as shown in Fig. 6) to conduct anomaly detection of PPTC resettable circuit protection devices.

![Diagram 3](image3.png)

**Fig. 5**: Trip time at different conditions (each point is the average of every 100 cycles).

![Diagram 4](image4.png)

**Fig. 6**: Minimum resistance after reset at different conditions (each point is the average of every 100 cycles).

### III. CROSS-VALIDATION-BASED SPRT (CV-SPRT)

There have been no publications on anomaly detection of PPTC resettable circuit protection devices. In this study, a novel method, CV-SPRT, is developed to monitor the trip time and resistance after reset to detect anomalies. CV-SPRT combines the advantages of both SPRT in *in-situ* anomaly detection and CV in model parameter selection to reduce the number of false and missed alarms.

SPRT is a sequential statistical binary hypothesis test introduced by Wald [14]. SPRT is different from traditional hypothesis testing where it is only after all the data are collected that analysis is conducted and conclusions are...
drawn [15]. In SPRT, single data is monitored *in situ* and analyzed directly once it is collected. This ability enables SPRT for the detection of statistical changes against a null hypothesis at the earliest possible time or with the smallest sample size [14]. SPRT has been used in *in-situ* monitoring, anomaly detection, decision making for electronics, structures, and process controls [10][16]. General anomaly detection using SPRT is shown in Fig. 7.

![Fig. 7: Anomaly detection procedure using SPRT.](image)

The training data, which are healthy data from a system, can be obtained from historic data or from stable operational phases when the product is known to be healthy. Statistical features of the training data, such as the distribution, are extracted to create a detection baseline. In the detection procedure, *in-situ* monitored data are compared with the baseline sequentially using SPRT to detect anomalies.

![Fig. 8: SPRT procedure.](image)

The binary hypothesis of SPRT includes one null hypothesis and one or more alternative hypotheses. For a normal distribution, the null hypothesis $H_0$ represents the healthy state, with mean $= 0$ and standard deviation $= \sigma$. The alternative hypothesis includes four cases: 1) $H_1$: the mean of the test data has shifted high to $+M$, with no change in standard deviation; 2) $H_2$: the mean of the test data has shifted low to $-M$, with no change in standard deviation; 3) $H_3$: the variance of test data has increased to $V\sigma^2$, with no change in mean; 4) $H_4$: the variance of test data has decreased to $\sigma^2/V$, with no change in mean. $M$ and $V$ are the predetermined system disturbance magnitudes, which are decided by the user, and in general they are several times the standard deviation of the training data.

Fig. 8 shows the procedure of SPRT. The SPRT calculates the SPRT index for each *in-situ* monitored data point and compares the SPRT index with the boundary to make a decision. The SPRT index is the natural logarithm of the ratio of the probability that accepts the null hypothesis to the probability that accepts the alternative hypothesis, as shown in equation (1):

$$SPRT_j = \ln(LR_j) = \sum_{i=1}^{n} \frac{\Pr(x_i | H_j)}{\Pr(x_i | H_0)}$$  \hspace{2cm} (1)

where $SPRT_{j=1-4}$ is the SPRT index and $LR_j$ is the likelihood ratio for an independent process. $H_j$ is the $j^{th}$ alternative (unhealthy) hypothesis discussed above and $H_0$ is the null (health) hypothesis. $SPRT_j$ is defined as equation (2):

$$LR_j = \frac{\text{probability of sequence } \{X_i\text{ given } H_j\text{ true}}{\text{probability of sequence } \{X_i\text{ given } H_0\text{ true}}$$  \hspace{2cm} (2)

The SPRT index can be calculated as long as the distribution of the detected data is available. Four SPRT index formulas for normal distribution are shown in Equations (3)–(6) [19]. They are used to calculate the SPRT index for mean shift to higher, mean shift to lower, variance increase, and variance decrease of the monitored data, respectively.

$$SPRT_1 = \frac{M}{\sigma^2} \sum_{i=1}^{n} (x_i - \frac{M}{2})$$  \hspace{2cm} (3)

$$SPRT_2 = \frac{M}{\sigma^2} \sum_{i=1}^{n} (-x_i - \frac{M}{2})$$  \hspace{2cm} (4)

$$SPRT_3 = \frac{\sum x_i^2}{2\sigma^2} - (1 - \frac{1}{V}) - \frac{n}{V} \ln V$$  \hspace{2cm} (5)

$$SPRT_4 = \frac{\sum x_i^2}{2\sigma^2} - (1 - \frac{1}{V}) + \frac{n}{V} \ln V$$  \hspace{2cm} (6)

SPRT uses the probabilities of missed alarms and false alarms to create the thresholds of acceptance and rejection of the null hypothesis, as shown in equation (7).

$$A = \ln\left(\frac{\beta}{1-\alpha}\right), \quad B = \ln\left(\frac{1-\beta}{\alpha}\right)$$  \hspace{2cm} (7)

Each SPRT index is compared to the decision boundaries $(A, B)$. For each comparison, there are three possible outcomes: 1) the lower limit is reached, in which case the healthy hypothesis $(H_0)$ is accepted, the corresponding index is reset, and sampling continues; 2) the upper limit is reached, in which case the alarm is given, the corresponding index is reset, and sampling continues; or 3) neither limit is reached, in which case the information is not sufficient to make a conclusion, and the sampling continues.

Four model parameters should be determined for SPRT detection: the system disturbance magnitude, $M$, which is $m$ times the standard deviation of the training data; the variation factor, $V$; the false alarm probability, $\alpha$; and the missed alarm probability, $\beta$. In practice, these model parameters are selected by experience. Even though the system disturbance magnitudes selected are in this recommended range [19][20], the actual false alarm probability and/or missed alarm probability may be higher than the user-allowed values. Developing a systematic model parameter selection method
for SPRT is necessary to improve its performance and reduce false and missed alarms. However, based on our literature review, there is no publication on a systemic method for SPRT model parameter selection.

Some methods, such as simulated annealing algorithms [21][22], genetic algorithms [23][24], and particle swarm optimization [25], are reported as general model parameter selection and optimization methods. However, all these optimization methods are required to optimize their own parameters first; otherwise, the performance of these optimization algorithms will be affected. In this study, a k-fold cross-validation (CV) [26][27][28] method is used as a systematic method to select a proper model parameter set \((m, V, \alpha, \beta)\) for SPRT without the need for experience. CV is much simpler and more accurate than other methods. The shortcoming of CV is its relatively high computational power consumption.

The procedure of model parameter selection by k-fold CV is shown in Fig. 9. The first step is to select the training dataset, which is composed entirely of healthy data, which become the training data for SPRT after the proper model parameter set is obtained. After the training data is selected, a model parameter set \((m, V, \alpha, \beta)\) is assigned to SPRT. For each assigned model parameter set, the actual false alarm probability \((\alpha')\) and missed alarm probability \((\beta')\) are then calculated by k-fold CV, whose process is indicated by the flowchart inside the dashed box.

In the k-fold CV process, all of the training data are partitioned into k subsets of equal or nearly equal size. A total of k iterations should be conducted to calculate the actual false alarm probability \((\alpha')\) and missed alarm probability \((\beta')\). In each of the k iterations, one different subset is selected as the original validation data, and the remaining \(k-1\) subsets are the training data. If SPRT is only run on the original validation data, which is all healthy data, only false alarm probability can be calculated. In order to calculate the actual missed alarm probability of SPRT, an abnormal dataset should be added into the original validation dataset, shown as the filled-in boxes in Fig. 9 and Fig. 10.

The abnormal dataset can be generated by randomly picking up data outside of the range of \([\mu - m \times \sigma, \mu + m \times \sigma]\). Here, the \(\mu\) and \(\sigma\) are the mean and standard deviation of the training data in each CV iteration (the remaining \(k-1\) subsets of the entire training data). In each iteration, both false alarms and missed alarms can be identified based on a comparison of the detection results with the validation data and abnormal data. The false alarm probability and missed alarm probability can be calculated by equations (8) and (9). The process is repeated \(k\) times until each of the subsets has been selected as the original validation dataset. The mean of the \(k\) false alarm probabilities and the mean of the \(k\) missed alarm probabilities are calculated by equations (10) and (11) as the final false alarm probability \((\alpha')\) and final missed alarm probability \((\beta')\) when using all of the training data (without the abnormal data) and the selected model parameter set.

\[
\alpha' = \frac{\text{Number of false alarms in } i^{th} \text{ iteration}}{\text{Number of original validation data in } i^{th} \text{ iteration}} \quad (8)
\]

\[
\beta' = \frac{\text{Number of missed alarms in } i^{th} \text{ iteration}}{\text{Number of abnormal data in } i^{th} \text{ iteration}} \quad (9)
\]

\[
\alpha' = \frac{1}{k} \sum \alpha_i' \quad (10)
\]

\[
\beta' = \frac{1}{k} \sum \beta_i' \quad (11)
\]

The actual false alarm probability and missed alarm probability are compared with the ones in the selected model parameter set. If both the final false alarm probability and the missed alarm probability are less than the user-specified false alarm probability and missed alarm probability, respectively, the model parameter set is considered as a proper model parameter set for SPRT, but it might not be the optimal model set. The optimal model parameter set can be defined as the
one with the minimum error probability, which is the minimum sum of the false and missed alarm probabilities. If the criteria are not satisfied, another model parameter set based on the range and interval in Table 2 should be re-assigned and the performance of the SPRT with the model parameter should be evaluated by \( k \)-fold CV again. A model parameter set should be updated when the training data are updated since the actual false alarm and missed alarm probabilities are calculated based on the specific training data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Start value</th>
<th>Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>2–4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( V )</td>
<td>2–4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.005–0.05</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.005–0.05</td>
<td>0.005</td>
<td>0.005</td>
</tr>
</tbody>
</table>

**IV. ANOMALY DETECTION RESULTS OF PPTC RESETTABLE CIRCUIT PROTECTION DEVICES**

As a demonstration, trip time under -10°C (as shown in Fig. 5) condition was used individually for anomaly detection by CV-SPRT. First, the first 20 trip-time data points, which represents the trip-time values in the first 2000 cycles, were selected as training data for anomaly detection of trip time. The data may be normalized first using equation (12), where \( x'_i \) is normalized data, \( x_i \) is original data, and \( \mu \) and \( \sigma \) are the mean and standard deviation of the training data, respectively. If the data are not normally distributed, a transformation, such as the Box-Cox transformation [29] or the Johnson transformation [30], may be used to transform the data into a normal distribution. Here, the normalized training data was normally distributed.

\[
x'_i = \frac{x_i - \mu}{\sigma}
\]  

Then the model parameters \((m, V, \alpha, \beta)\) were determined by the \( k \)-fold CV process. Parameter \( k \) of a \( k \)-fold CV is determined based on the size of the training data. If the size is small, a higher \( k \) can be chosen. Otherwise, a lower \( k \) should be chosen. The higher the \( k \), the more accurate the error rate calculation is. However, the variance of the detection error rate estimation becomes large and the entire CV process is more time-consuming. In this case, 5-fold CV is chosen. An abnormal dataset with 20 abnormal data points, which were randomly generated out of the range of \([\mu-m \times \sigma, \mu+m \times \sigma]\), were added into each validation set. Here the \( \mu \) and \( \sigma \) are the mean and standard deviation of the remaining 4 subsets of the training data in each iteration. The updated validation dataset is used to calculate the actual false alarm and missed alarm probabilities in each iteration.

After the 5-fold CV process, the SPRT model parameter set \((m=4, V=4, \alpha=0.005, \text{ and } \beta=0.01)\) was selected for trip time data under -10°C condition. The SPRT then used these model parameters and the training data to detect the anomalies in-situ when a new trip time data point was collected. Fig. 11 shows the anomaly detection results of trip time using the model parameter set \((4, 4, 0.005, 0.01)\), by which no false alarms or missed alarms were reported. Fig. 12 is a plot of anomaly detection for the trip time using a randomly picked model parameter set \((2, 2, 0.02, 0.01)\), by which some false alarms (shown in zoom-in view) were detected in the training data.
CV can identify more than one proper model parameter sets for SPRT and can ensure the selection of the model parameter set with lowest sum of false and missed alarm rates among all the proper model parameter sets. Therefore, CV-data are false alarms), instead of an anomaly detected before failure. Anomaly detected before failure is a valuable early warning of failure. Early warning allows people to take actions, such as maintenance and replacement, to avoid the occurrence of failures. The other point is that the actual false alarm or missed alarm rate is affected by the combination of all four parameters in the set. So when we randomly chose a model parameter set, the actual false alarm and/or missed alarm rates may be higher than what were expected; while the model parameter set selected by CV-SPRT had a minimum SPRT can reduce the error rate of the anomaly detection. One point that should be clarified is that in anomaly detection the false alarm is the alarm triggered by signal that is not defined as an anomaly (for example, anomalies detected in training error rate across all the proper model parameter sets.

Table 3 summarizes the anomaly detection results for PPTC resettable circuit protection devices based on trip time and resistance after reset for all test conditions. The anomaly detection provides the times (cycles) and the corresponding parameters that triggered the alarms. The earliest anomaly among all the precursor parameters was reported as the earliest anomaly for the PPTC resettable circuit protection device. The detection results showed that the CV-SPRT can provide advance warning of actual failures.

<table>
<thead>
<tr>
<th>Training data for TT</th>
<th>SPRT model for TT</th>
<th>First anomaly cycle for TT (x100)</th>
<th>Training data for MinR</th>
<th>SPRT model for MinR</th>
<th>First anomaly cycle for MinR (x100)</th>
<th>Earliest anomaly cycle for the device (x100)</th>
<th>Actual failure resistance after reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10°C</td>
<td>1-20</td>
<td>(4,4,0,005,0.01)</td>
<td>30</td>
<td>1-15</td>
<td>(3,2,0,005,0.015)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>RT</td>
<td>1-30</td>
<td>(4,2,0,005,0.005)</td>
<td>61</td>
<td>1-30</td>
<td>(4,2,0,005,0.005)</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>60°C</td>
<td>10-34</td>
<td>(4,4,0,035,0.005)</td>
<td>47</td>
<td>7-24</td>
<td>(4,2,0,005,0.005)</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>85°C</td>
<td>1-50</td>
<td>(4,2,0,015,0.005)</td>
<td>65</td>
<td>1-20</td>
<td>(3,2,0,035,0.005)</td>
<td>41</td>
<td>41</td>
</tr>
</tbody>
</table>

I. CONCLUSIONS

In this study, CV-SPRT was developed for anomaly detection for PPTC resettable circuit protection devices. CV-SPRT can optimize the model parameter set \((m, V, \alpha, \beta)\) for SPRT without the need of experience to reduce the probability of false and missed alarms. The applications of CV-SPRT on PPTC resettable circuit protection devices showed that CV-SPRT can detect anomalies in advance and provide early warnings of actual failures with a lower error rate than traditional SPRT.

Besides anomaly detection for PPTC resettable circuit protection devices, CV-SPRT can be extended to conduct anomaly detection for any conditions and products if the training data and its distribution are available. The model parameter set selection process by the CV method should be conducted once the training data is obtained, and the model parameter set must be updated for each updating of the training data. The whole model parameter selection process is easy to build into the procedure of SPRT as a part of SPRT software and can improve the online monitoring accuracy of SPRT by reducing the detection errors caused by improper model parameters. One shortcoming of the CV-SPRT method is that the computing time may be longer if the size of the training data set is large. But with an increase in the capability of the computer, this will not be a challenge.
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