Prognostics for state of health estimation of lithium-ion batteries based on combination Gaussian process functional regression
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A B S T R A C T
State of health (SOH) estimation plays a significant role in battery prognostics. It is used as a qualitative measure of the capability of a lithium-ion battery to store and deliver energy in a system. At present, many algorithms have been applied to perform prognostics for SOH estimation, especially data-driven prognostics algorithms supporting uncertainty representation and management. To describe the uncertainty in evaluation and prediction, we used the Gaussian Process Regression (GPR), a data-driven approach, to perform SOH prediction with mean and variance values as the uncertainty representation of SOH. Then, in order to realize multiple-step-ahead prognostics, we utilized an improved GPR method—combination Gaussian Process Functional Regression (GPFR)—to capture the actual trend of SOH, including global capacity degradation and local regeneration. Experimental results confirm that the proposed method can be effectively applied to lithium-ion battery monitoring and prognostics by quantitative comparison with the other GPR and GPFR models.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Lithium-ion batteries are core components in a wide variety of systems. Therefore, the reliability of lithium-ion batteries is a subject of great interest to the electronics industry [1]. Conventionally, battery reliability monitoring during usage has two different aspects: state of charge (SOC) and state of health (SOH) [2]. Compared to the study of SOC estimation methods which attracts more attentions of current research work, research on SOH estimation and prediction is still in its initial stage. With the increasing demand for lithium-ion batteries, and SOH estimation plays an important part in battery prognostics as qualitative measure for the battery to store and deliver energy in the system. The prognostics of the SOH can indicate the performance degradation and prevent possible accidents, so more research needs to be conducted to develop prognostics algorithms for SOH estimation.

An extended Kalman filter (EKF) has been applied for real-time prediction of SOC and SOH of automotive batteries [3]. Neuro-fuzzy and decision theoretic methods have been utilized to fuse feature vectors derived from battery health sensor data to estimate SOC, SOH, and state of life (SOL) [4–9]. Other approaches, such as combinations of regressions [10], neural networks [11], fuzzy logic [12], and distributed active learning, have been used to predict remaining useful life (RUL) of batteries [13]. However, a common disadvantage of these prediction methods is the lack of uncertainty expression and management for prognostics. In industrial applications, uncertainty in models and data can lead to poor reliability prediction. To address this problem, prognostic algorithms with uncertainty representation have been developed [14]. Relevance vector machines (RVMs) have been applied to implement regression models for SOH prognosis [5]. Particle filters (PFs) have also been applied to predict the RUL of lithium-ion batteries based on impedance spectroscopy data. For example, researchers have used a Rao–Blackwellized PF (RBPF) to reduce the uncertainty in prediction frameworks [15]. However, the implementation of impedance measurement not only requires expensive equipment but also is more time-consuming. In addition, PF is a model-based method that requires physical or electrochemical knowledge to model degradation trends in batteries. As a result, a prediction approach without complicated system models should be used for lithium-ion battery RUL prediction to achieve low computing complexity as well as uncertainty representation.

In this study, we used a Gaussian process regression (GPR) model for battery prognostics. A GPR model is particularly useful because of its flexibility and ability to provide uncertainty representation and facilitate accurate prediction even in the absence of physical models [16]. Recently, GPR algorithms have been applied in the domain of battery prognostics. Researchers have performed regression for internal parameters of batteries over time based on GPR models and have transferred the predicted values to the capacity domain to indicate capacity decay with time [17]. The results are acceptable, but the extrapolation performance deteriorates rapidly when test data are “distant” from the training data.
Thus, when we make k-steps-head prognostics and k is large, the prediction based on the GPR model cannot obtain satisfactory results. In addition, under certain operating conditions, there is the regeneration phenomenon (also called the self-recharge phenomenon in this paper) where a battery shows a sudden (and temporary) incremental increase in the capacity available for the next cycle [19]. The regeneration phenomenon influences the prediction of RUL. Moreover, SOH prognostics based on the GPR model, without taking the regeneration phenomenon into account, leads to bad point and variance prediction. In order to solve these problems, in this study we performed a combination Linear Gaussian Process Functional Regression (LGPRFR) to perform multi-step-ahead prognostics for the state of health of lithium-ion batteries. Experimental results from the processing of a NASA battery data set proved the effectiveness of the combination LGPRFR compared with the basic GPR model and the other Gaussian Process Functional Regression (GPFR) models.

This paper is organized as follows. First, in Section 2, the motivation for this study and an overview of related studies are provided. The prediction methods of GPR, GPFR, and improved combination GPFR are presented in Section 3. The prognostic prediction for SOH of lithium-ion batteries are described in detail in Section 4. Finally, conclusions and future work are discussed in Section 5.

2. Motivation and related studies

2.1. The SOH of lithium-ion batteries

Battery operation is a dynamic process, and its performance is strongly influenced by ambient environmental and load conditions [14]. Many methods have been developed to measure the health of lithium-ion batteries. There are some parameters that describe the health of lithium-ion batteries, such as SOH, SOC, SOL, and so on. SOH estimation is a critical part of battery prognostics. It can be used to show the performance degradation of batteries and decrease the possibility of accidents. There are two main methods for calculating the SOH of batteries [20]. First, battery impedance may be used to indicate battery SOH. Its definition can be given by:

\[ \text{SOH} = \frac{R_i}{R_0} \times 100\% \]  

where \( R_i \) is the \( \text{th} \) impedance measurement that is varied with the charge and discharge cycles, and \( R_0 \) is the initial impedance. Second, battery capacity, \( C_i \), can also be introduced to determine the battery SOH, which is the method applied in this paper to measure the SOH. This method can be expressed as:

\[ \text{SOH} = \frac{C_i}{C_0} \times 100\% \]  

where \( C_i \) is the \( \text{th} \) capacitance value degenerated with cycles and \( C_0 \) is the initial capacity. There have been several studies which estimated battery SOH using battery impedance or battery capacity [21,22].

2.2. The regeneration phenomenon in battery degradation

In this study, we used capacity to indicate the SOH of lithium-ion batteries that can be calculated through the current integral over time from a fully charged state to a fully discharged state. The capacity of a lithium-ion battery shows the degradation trend during usage because of the side reactions that occur between the electrodes and electrolyte of the battery [2]. However, when the battery rests during charge/discharge profiles, the reaction products have the opportunity to dissipate. Thus, the electrochemical performance will relatively recover compared to the former cycle in the degradation process of the lithium-ion batteries. Obviously, this can increase the available capacity for the next cycle [23]. This phenomenon, which emerges during the use of lithium-ion batteries, is called regeneration or self-recharge. The regeneration phenomenon in lithium-ion batteries is introduced and analyzed in [24]. This phenomenon can alter the trend of the SOH prediction curve, thus affecting the performance of prognostic models based on Bayesian algorithms [19]. In order to determine the impact on degradation prediction and improve the prediction performance taking the regeneration phenomenon into account, researchers have estimated the SOH and predicted the RUL of lithium-ion batteries based on a particle-filtering prognostic framework. These methods are used to detect and isolate the influence of the regeneration phenomena within the life cycle model, thus improving the initial conditions that are used to generate long-term predictions [19].

2.3. Gaussian process regression

The GPR model has been applied in many areas due to its advantages of being flexible, probabilistic, and nonparametric [25–27]. It can model the behavior of any system through the combination of the appropriate Gaussian process and realize prognostics combined with prior knowledge based on a Bayesian framework [28]. The basic GPR model has a zero mean function and a standard covariance function, described as a diagonal squared exponential covariance function. In order to solve different problems, transformations have been made to the basic GPR. For example, the Approximate Gaussian Process Regression (AGPR) was developed based on a finite dimensional approximation to solve the scaling problems in a typical Gaussian process [29]. On-line Sparse Matrix Gaussian Process Regression (OSMGP) has been used for online learning [30]. Gaussian Process Dynamic Model (GPDM) was proposed for nonlinear time series analysis and prediction and was found to generalize well for small datasets [31] can improve the multi-step-ahead prognostic performance by considering the mean structure and covariance structure simultaneously [18].

To perform prognostics for the SOH of lithium-ion batteries, we focused on k-step-ahead prognostics in this study. We wanted to perform prognostics with off-line data, and so we did not update the model with dynamic on-line data. Based on the application problems of k-step-ahead and offline prognostics, because of the un-matched performance of the GPR model in multi-step-ahead prognostics [18], the GPFR model is applied to achieve prognostics of lithium-ion batteries. In order to capture the self-recharge phenomenon, a combination GPFR was used to perform prognostics for SOH. Section 4 presents the results of our experiments to compare the three types of models involving basic GPR, GPFR and combination GPFR models.

3. Methods

3.1. Gaussian process regression

The Gaussian process (GP) is defined as a collection of a finite number of random variables \(\{f(x_i)|x_i \in x\}\) indexed by a set \(x\). The stochastic process is specified by giving the probability distribution for every finite subset of variables \(f(x_i)\) in a consistent manner [16]. In a regression and prediction case, \(x\) will be the input space with a 1-dimension time series, which is the number of inputs. In our prognostics study, \(x\) is the number of charge/discharge cycles. A Gaussian process \(f(x)\) can be fully described by its mean \(m(x)\) and co-variance function \(k(x_i, x_j)\), which are defined as follows [16]:

\[ k(x_i, x_j) = \exp(-\frac{(x_i-x_j)^2}{2\sigma^2}) \]
\[ m(x) = E(f(x)) \]  
\[ k(x_i, x_j) = E[(f(x_i) - m(x_i))(f(x_j) - m(x_j))] \]

This can be described as \( f(x) \sim GP(m(x), k(x_i, x_j)) \). In the basic GPR model, the mean function is zero and the covariance function is the squared exponential covariance function. The index set \( x \) is the set of input points; these input points do not need time vectors. However, this set of points should be a time vector in prognostics. The covariance function \( k(x_i, x_j) \) can be interpreted as the measurement of the distance between the input points \( x_i \) and \( x_j \). In the system models, the covariance function is usually composed of two main parts, \( k(x_i, x_j) = k_0(x_i, x_j) + k_n(x_i, x_j) \), where \( k_0 \) represents the functional part which would be used to describe the unknown system model, and \( k_n \) indicates the noise part to represent the noise of the model. The possible selections for \( k_0 \) are discussed in [28].

Here we list the covariance functions that we applied in battery health prognostics [28,32].

The squared exponential covariance function:

\[ k_f = \sigma_f^2 \exp \left( -\frac{(x_i - x_j)^2}{2l_f^2} \right) \]  
\[ K_f = \sigma_f^2 \exp \left( -\frac{2}{l_f^2} \sin^2 \left( \frac{\omega}{2\pi}(x_i - x_j) \right) \right) \]

The constant covariance function:

\[ k_\theta(x_i, x_j) = \sigma_n^2 \]

The constant covariance function is used as the noise, which is generally considered to be white Gaussian noise. There are some free parameters in the covariance functions, that is, \( \Theta = \{\sigma_\theta, \sigma_f, l_1, l_2, w, \sigma_n\} \). Here \( \sigma_f^2 \) and \( \sigma_n^2 \) are the signal variance representing the vertical scale of variations of a typical function, \( \sigma_\theta^2 \) is the noise variance, \( l_1 \) and \( l_2 \) reflect the length-scale, and \( w \) is the angular frequency [32]. Generally, the hyper-parameters are needed to be optimized with the maximization of the log-likelihood function given by [28,32]:

\[
L = \log p(y|x, \Theta) = -\frac{1}{2} \log \det(K_f + \sigma_n^2I) - \frac{1}{2} y^T[K_f + \sigma_n^2I]^{-1}y - \frac{N}{2} \log 2\pi
\]

Here \( I \) is the unit matrix of \( n \) dimensions and \( n \) is the number of training data sets. Given a set of training points \( \{(x_i, y_i) | i = 1, \ldots, n\} \), we can derive the posterior distribution over functions by imposing a restriction on prior joint distribution. When a Gaussian process is applied to a general regression problem, we describe the target \( y \) given the effect of noise, which is \( y = f(x) + \varepsilon \). Where \( \varepsilon \) is the white Gaussian noise, and \( \varepsilon \sim N(0, \sigma^2_\varepsilon) \). If \( f(x) \) is Gaussian process, the joint distribution of limited observations from \( y \) is also a Gaussian process. Once a posterior distribution is derived, it can be used to estimate predictive values for the test data points [33]. The following equations describe the predictive distribution for GPR [16], where \( x \) represents the training data points and \( x' \) stands for the test inputs.

Prior:

\[
\begin{bmatrix} y \\ f' \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} k(x, x) + \sigma_n^2I & k(x, x') \\ k(x', x) \\ k(x', x') \end{bmatrix} \right) \]

Posterior:

\[
\begin{bmatrix} y \\ f' \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} k(x, x) + \sigma_n^2I & k(x, x') \\ k(x', x) \\ k(x', x') \end{bmatrix} \right) \begin{bmatrix} \begin{bmatrix} 0 \\ k(x', x') \end{bmatrix} \end{bmatrix} \]

where \( \mathcal{N}(\mu, \Sigma) \) is the normal distribution with mean \( \mu \) and covariance \( \Sigma \). The posterior distribution is given by:

\[
\mathcal{N}\left( \mu_f, \Sigma_f \right) = \mathcal{N}(\mu, \Sigma) \left( \begin{bmatrix} 0 \\ k(x', x') \end{bmatrix} \right) \begin{bmatrix} \begin{bmatrix} 0 \\ k(x', x') \end{bmatrix} \end{bmatrix} \]

\[
\mathcal{N}(\mu_f, \Sigma_f) = \mathcal{N}(m(x) + \sigma_n^2[y - m(x)], \sigma_n^2) \]

3.2. Gaussian process functional regression model

GPR can obtain satisfied regression performance for the interpolation test data. However, there will be rapid performance deterioration or model mismatching for its extrapolation when the test data are distant from the training data. Consequently, multi-step-ahead forecasting is a typical application. When \( k \) is small, a GPR model can achieve a satisfactory prediction result [34]. Related analysis and discussion with experimental and evaluated results can be referred in [34]. Otherwise, when \( k \) is large, the prediction performance decreases rapidly, as described in [18]. In [18], the researchers applied the GPR model to improve the performance of multiple-step-ahead forecasting with GPR. The reason is that the GPR model considers the mean function and covariance function simultaneously compared to the basic GPR. Moreover, the mean prediction based on GPR is described as \( \mathcal{F} \) in Eq. (10) which only depends on \( k_f(x, x') \) and \( \sigma_n^2 \); while the mean prediction of GPR \( \mathcal{F} \) in Eq. (12) is also determined by \( m(x) \) and \( m(x) \) is the optimized mean function achieved by training the input data points, and it can track the trend of the training data so as to make an impact on the prediction output. As a result, the GPR model can improve the multi-step-ahead prediction. Due to the multi-step-ahead prediction in prognostics for SOH of lithium-ion batteries, we adopted the GPR model in this study. We apply the GPR model to realize the mean function and covariance function training simultaneously. In order to improve the flexibility of the model, we select the mean function vaguely by the introduction of enough parameters, such as the linear mean, which is shown as \( m(x) = ax + b \), and the quadratic polynomial is described as \( m(x) = ax^2 + bx + c \). Then we can derive the corresponding prior distribution and posterior distribution in a manner similar to the case of GPR model and described as follows:

Prior:

\[
\begin{bmatrix} y \\ f' \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} 0 \\ u' \end{bmatrix}, \begin{bmatrix} k_f(x, x') & k_f(x, x')^T \\ k_f(x, x') & k_f(x, x') \end{bmatrix} \right) \]

Posterior:

\[
\begin{bmatrix} y \\ f' \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} 0 \\ u' \end{bmatrix}, \begin{bmatrix} k_f(x, x') & k_f(x, x')^T \\ k_f(x, x') & k_f(x, x') \end{bmatrix} \right) \begin{bmatrix} \begin{bmatrix} 0 \\ k_f(x', x') \end{bmatrix} \end{bmatrix} \]

where \( \mathcal{F} = E[y|x, y, x'] = k_f(x, x')/k_f(x, x') + \sigma_n^2I^{-1}y \)
of the observed data. In this study, we made prognostic predictions based on different GPFR models compared with the basic GPR model in order to find an effective model to track the SOH trend.

3.3. Combination Gaussian process functional regression

The covariance function of GPFR is generally single. As there are several trends in our training data, a single covariance function cannot describe different trends well. For lithium-ion batteries, with the charge/discharge cycles, the available capacity shows two kinds of changes including the degradation trend and local regeneration. Moreover, the degradation trend and local regeneration present opposite features. When we make prognostics based on GPFR model, both of the changes must be taken into account. Accordingly, the GPFR model, with only one type of covariance function, cannot fulfill the complicated multi-step-ahead predictions. First, the squared exponential covariance function is commonly used to describe the trend of training data points. Second, the regeneration phenomenon can be regarded as the local vibrations in the normal degradation trend. A periodic covariance function is generally used to model a function within a specific period [28]. Although the local regeneration is not strictly periodic, we can realize parameter optimization by training the input data points to estimate the approximate periodic characteristics. So we apply a periodic covariance function to describe the approximate periodic phenomenon of local regeneration.

Therefore, we combined the period covariance function with a standard covariance function to obtain a combination GPFR model to achieve high prediction performance. Both LGPFR (GPFR with linear mean function) and QGPFR (GPFR with quadratic polynomial mean function) can obtain better prediction results at point estimation. Here we present the combination GPFR model:

$$m(x) = ax + b$$

$$k_f(x, x) = \sigma_l^2 \exp \left( -\frac{(x_i-x_j)^2}{2\ell^2} \right) + \sigma_k^2 \exp \left( -\frac{2}{\ell} \sin^2 \left( \frac{2\pi}{\ell} (x_i - x_j) \right) \right)$$

(13)

$$m(x) = ax^2 + bx + c$$

$$k_f(x, x) = \sigma_l^2 \exp \left( -\frac{(x_i-x_j)^2}{2\ell^2} \right) + \sigma_k^2 \exp \left( -\frac{2}{\ell} \sin^2 \left( \frac{2\pi}{\ell} (x_i - x_j) \right) \right)$$

(14)

4. Experiments and analysis

4.1. Raw data from lithium-ion battery

The lithium-ion battery data that we used to make prognostic predictions based on the different models was obtained from the data repository of the NASA Ames Prognostics Center of Excellence (PCoE). This data set had been sampled from a battery prognostics test bed at NASA comprising commercially available Li-ion 18650 rechargeable batteries along with data obtained from a power supply, programmable DC electronic load, voltmeter, thermocouple sensor, environmental chamber, electro-chemical impedance spectrometry (EIS), PXI chassis based on DAQ, and experiment control conditions [35,36].

The lithium-ion batteries were run through three different operational profiles (charge, discharge, and impedance) at room temperature. Charging was carried out in a constant current (CC) mode at 1.5A until the battery voltage reached 4.2 V and then continued in a constant voltage (CV) mode until the charge current dropped to 20 mA. Discharge was carried out at a constant current (CC) level of 2A until the battery voltage fell to 2.7 V, 2.5 V, 2.2 V,
In the following experiments, we compare and evaluate the proposed models.

The prognostic procedures based on the GPR/GPFR model are shown as follows:

(a) Select the training data sets \( \{c(i), i\}_{i=1}^{\text{trainN}} \), where \( i \) is the number of charge/discharge cycles, \( c(i) \) is the corresponding available capacity at the \( i \)th charge/discharge cycle. As introduced in Section 4.1, \( \text{trainN} = 100 \) and \( i \) ranges from 1 to 100.

(b) Initial hype-parameters as random values, which are included in the mean function and covariance function, Here we set the initial hyper-parameters as \( \Theta = [l, \sigma_i]^T = [1, 1]^T \) in the GPR model; \( \Theta = [a, b, \sigma_1, l_1, \sigma_2, l_2, \omega]^T = [0, 0.1, 1, 0, 1, 0, 0.1, 1, 0, 2, 1, 5]^T \) in the combination LGPFR; and \( \Theta = [a, b, c, \sigma_1, l_1, \sigma_2, l_2, \omega]^T = [0, 0, 0, 0, 1, 0, 2, 1, 5]^T \) in the combination QGPR.

(c) Optimize the hyper-parameters with the maximization of the log-likelihood function.

(d) Set the prediction steps \( m \).

(e) Use the training data \( \{c(i), l\}_{i=1}^{\text{trainN}} \) and the test inputs \( \hat{l} = \text{trainN} + 1, \ldots, \text{trainN} + m \) to be the input of the GPR/GPFR with the optimal hype-parameters. Then the prediction output will be derived including the mean and variance values for every setting step.

(f) Convert the prediction capacity to SOH with Eq. (2).

The prediction results based on a basic GPR model are shown in Fig. 3, and the prognostics results also include 95% confidence bounds for uncertainty representation.

As shown in Fig. 3, the grey region represents the confidence intervals. The upper and lower boundaries are far from the actual SOH points. Moreover, the distance between the boundary and the actual SOH data points increases significantly with the continued prediction process. The large confidence intervals indicate the high uncertainty of the prediction result. The mean prediction output marked with the red line is further away from the actual SOH for the subsequent cycles. We can find that both the point prediction result as well as the uncertainty representation are not satisfied. Experiments have shown the limitations of multi-step-ahead prognostics for lithium-ion batteries based on the basic GPR model. In this case, we performed experiments with a linear mean function, called the LGPFR model, and a quadratic polynomial mean function, called QGPR, to improve the flexibility and accuracy of the Gaussian process model. In these two types of models, the

4.2. Experiments with GPR and GPFR models

The two parts representing the properties of the Gaussian process are the mean function and covariance function, as discussed in Section 3. In the basic GPR model, the mean function is assumed to be zero and the covariance function is the squared exponential covariance function. The basic GPR model can be described as:

\[
m(x) = 0 \\
k_l = \sigma^2 \exp \left( -\frac{(x-x_l)^2}{2l^2} \right)
\]  

(15)

The hyper-parameters \( \Theta = [l, \sigma_i]^T \) are optimized with the maximization of the log-likelihood function. As described in Section 4.1, 100 data points are used to train the Gaussian process model and achieve prognostics prediction for 68 steps of available capacity.

![Fig. 2. The SOH of Battery No. 5.](image)

![Fig. 3. Battery health prognostics based on basic GPR model with 95% confidence bounds.](image)
The linear mean function is \( m(x) = ax + b \), and the quadratic polynomial mean function is \( m(x) = ax^2 + bx + c \). The prediction results with the QGPFR and LGPFR are shown in Figs. 4 and 5.

From Figs. 3–5, we can see that all the prediction results reflect the degradation trend of SOH. Obviously, the predictions based on the LGPFR model and QGPFR model are much better than the basic GPR model. In order to evaluate the two models, we compared the predictions, as shown in Fig. 6, in which only mean prediction values are involved.

As seen in Fig. 6, prediction based on the QGPFR model produced better results than the LGPFR model. The quantitative comparison and evaluation results are shown in Table 1. By analyzing the prediction results, we found that the difference between the QGPFR model and LGPFR model was small. From the above experiments we can see that the prediction results cannot capture the self-recharge phenomenon, even if these two models provide more precise RUL prediction results than the basic GPR model. In the next subsection, we evaluate and verify the proposed combined GPFR model and compare it with the models above.

### 4.3. Experiments with combination GPFR models

The prediction results shown in Section 4.2 are unable to capture the regeneration phenomenon during the lithium-ion battery degradation process. Therefore, we performed prognostics for the SOH of a lithium-ion battery based on the combination GPFR, including the combination LGPFR and the combination QGPFR, as introduced in Section 3.3.

The lithium-ion battery SOH prediction results included 95% confidence bounds, as shown in Figs. 7 and 8.

From Figs. 7 and 8, the prediction results with the combination LGPFR model and combination QGPFR model are much closer to the actual SOH curve. Especially for the local regeneration points, the combined models showed satisfactory prediction and approximation ability. In other words, the combined GPFR strategy with the period covariance function and the standard covariance function can respond to the self-recharge phenomenon of battery degradation. Compared to the basic GPR and GPFR models, much better estimation and prediction of SOH can be obtained. The

![Fig. 4. Battery health prognostics based on LGPFR with 95% confidence bounds.](image)

![Fig. 5. Battery health prognostics based on QGPFR with 95% confidence bounds.](image)

![Fig. 6. Battery health prognostics based on LGPFR and QGPFR.](image)

![Fig. 7. Battery health prognostics based on combination QGPFR with 95% confidence bounds.](image)

![Fig. 8. Battery health prognostics based on combination LGPFR with 95% confidence bounds.](image)

### Table 1

Comparison of five GPR models for battery No. 5.

<table>
<thead>
<tr>
<th>Error criteria</th>
<th>Basic GPR</th>
<th>LGPFR</th>
<th>QGPFR</th>
<th>Combination LGPFR</th>
<th>Combination QGPFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>0.121</td>
<td>0.230</td>
<td>0.019</td>
<td>0.016</td>
<td>0.021</td>
</tr>
<tr>
<td>RMSE</td>
<td>13.03</td>
<td>1.71</td>
<td>1.50</td>
<td>1.36</td>
<td>1.80</td>
</tr>
</tbody>
</table>

![Fig. 9. Battery health prognostics based on combination QGPFR with 95% confidence bounds.](image)
combination LGPFR model shows similar confidence intervals for the whole testing data sample, even if the test data is distant from the training data set. However, prediction results from the QGPFR model shown in Fig. 7 indicate that the confidence bounds of the prediction value would gradually increase with the prognostic process. The reason is that the combination QGPFR model is more complex than the combination LGPFR, which leads to the conservative prediction result with increasing uncertainty intervals. In order to make the prognostics better, we adopted the effective model while considering the mean and variance prediction simultaneously. Fig. 9 shows details about the mean prediction of the two models.

From Fig. 9, it is shown that the prognostics results only reflect the self-recharge phenomenon in the form of fixed cycles, which may be different from the actual regeneration cycles. The reason is that the selection of the covariance function in this paper is smooth and steady. In addition, we make prognostics with off-line data, and the model is not updated with real-time updating data samples. Furthermore, it is meaningful that the uncertainty intervals of prognostics results based on the combination LGPFR can approximate the actual SOH from the whole prediction interval. In other words, the intervals remain stable for multi-step-ahead prognostics.

Fig. 8. Battery health prognostics based on combination LGPFR model with 95% confidence bounds.

Fig. 9. Battery health prognostics compared with combination LGPFR and Combination QGPFR.

4.4. Comparison and discussion

In Sections 4.2 and 4.3, we can see that the basic GPR model cannot make better prognostic prediction for multi-step-ahead prediction. The application of LGPFR and QGPFR for prognostics improves the case. However, the prediction trend cannot respond to the regeneration phenomenon. There is a regeneration phenomenon in the training data that is not reflected in the prediction curve. The experiments based on a combination LGPFR and a combination QGPFR show the performance improvement on tracking the degradation trend and capturing the self-recharge phenomenon. In order to verify the availability and stability of the combination LGPFR model, we conducted prognostics for SOH on batteries No. 6 and No. 7, which had different charge/discharge profiles, as described in Section 4.1. The experiment was performed based on five different models (basic GPR, LGPFR, QGPFR, combination LGPFR, and combination QGPFR) to compare their results. We also used 100 data points \( \{x(t), I_{1:100}\} \) to train our model and made prognostics for 68 steps of available capacity. Here, two criteria, including the mean absolute percentage error (MAPE) and root mean square error (RMSE), were introduced to evaluate the prediction performance.

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| 
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} 
\]

The quantitative analysis results of the experiment on batteries No. 5, No. 6, and No. 7 based on the five different models are shown in Tables 1–3, respectively.

As shown in Table 1, the GPR model (including LGPFR and QGPFR) obtain much better prediction performance than the basic GPR model. For example, the prediction RMSE on battery No. 5 based on the basic GPR was 13.03, while the prediction RMSE based on the LGPFR and QGPFR was only 1.71 and 1.5 respectively. This means that the prediction precision with the GPR improved greatly compared to the basic GPR. Moreover, the prognostic MAPE and RMSE based on the combination LGPFR were the smallest compared to the other four models; the prediction MAPE and RMSE were 0.016 and 1.36, respectively. From Tables 2 and 3, we can get the same results as Table 1. Although the QGPFR can derive a better point prediction than the combination LGPFR from Table 2, the prediction output on battery No. 6 only shows a degradation trend similar to the linear downward trend. In other words, the prediction on battery No. 6 with the QGPFR achieved results similar to the prediction output on battery No. 5 with the QGPFR,

Table 2

<table>
<thead>
<tr>
<th>Error criteria</th>
<th>Basic GPR</th>
<th>LGPFR</th>
<th>QGPFR</th>
<th>Combination LGPFR</th>
<th>Combination QGPFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>0.270</td>
<td>0.103</td>
<td>0.077</td>
<td>0.102</td>
<td>0.290</td>
</tr>
<tr>
<td>RMSE</td>
<td>22.51</td>
<td>6.90</td>
<td>5.12</td>
<td>6.86</td>
<td>20.44</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Error criteria</th>
<th>Basic GPR</th>
<th>LGPFR</th>
<th>QGPFR</th>
<th>Combination LGPFR</th>
<th>Combination QGPFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>0.192</td>
<td>0.019</td>
<td>0.054</td>
<td>0.017</td>
<td>0.026</td>
</tr>
<tr>
<td>RMSE</td>
<td>20.70</td>
<td>1.59</td>
<td>5.52</td>
<td>1.73</td>
<td>2.69</td>
</tr>
</tbody>
</table>
also did not match the actual self-recharge. Moreover, the confidence intervals become large in the final prediction steps. In brief, the prognostics based on LGPFR and QGPFR can improve the performance of a multi-step-ahead model compared to the basic GPR model. Furthermore, the combination LGPFR constructed with prior knowledge is more suitable to lithium-ion battery SOH prognostics. In conclusion, if we only focus on mean prediction without uncertainty, the combination LGPFR model and combination QGPFR model can also produce good prognostic results. While the uncertainty intervals are considered and concentrated, the combination LGPFR is a better choice for lithium-ion battery RUL prediction.

5. Conclusions

In this paper, we presented a battery SOH estimation approach based on different models of GPR algorithms. In order to improve the poor performance of long-term prediction in multi-step-ahead prognostics based on basic GPR, we applied the GPR algorithms to perform prognostics for battery SOH. Moreover, considering the effect of the regeneration phenomenon on RUL prognostics and the improvement of RUL prediction precision, we proposed a new combination of covariance functions and mean functions for GPR with the prior knowledge, called the combination LGPFR, to perform prognostic predictions of battery SOH. Our experiments confirmed that the proposed approach achieved a balance between point estimation and uncertainty representation for lithium-ion batteries with the self-recharge phenomenon.

In the future, the dynamic training strategy and on-line modeling approach and non-stationary model should be considered for real-time processing. Moreover, lithium-ion battery degradation may vary under different operating conditions for various industrial applications, and the effort should be focused on improving the adaptability of the proposed method.
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